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The application of the quantum mechanics–free energy hybrid technique (QM–FE) to calculate the free energy
changes in two enzymatic reaction systems, trypsin and catechol O-methyltransferase (COMT) is reported. The
results rationalize the observed rate enhancements by comparing the reactions in enzyme and in aqueous solution.
Quantum mechanical studies of the model systems of β-lactamase and pseudouridine synthase systems are also
presented. For β-lactamase, the effect of solvation on hydrolysis and methanolysis of β-lactams has been investigated.
For pseudouridine synthase, the first steps of two different proposed mechanisms have been modeled.
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Introduction
Quantum mechanical methods for determining the electronic
structure of molecules are crucial for a reliable description of
complex chemical processes that are inaccessible to conven-
tional empirical models, such as electronic density polariz-
ation, charge transfer, bond formation, and bond breaking in
chemical reactions. Quantum mechanical methods are, how-
ever, limited to fairly small systems because the computational
expense scales as the cube of the number of atoms (or higher),
making applications of these methods to large biomolecules
unfeasible.

Instead of using quantum mechanical methods to model the
whole enzyme system, these methods may be used to model
only a small part of the enzyme, assuming that the contribution
from the rest of enzyme is small and negligible. While this
approach is useful to obtain a rough energy profile along the
reaction coordinate and other electronic structure information,
the contribution from the rest of enzyme is ignored and this
approach could lead to wrong results if long-range interactions
are important and missing.

This problem was addressed by Warshel and Levitt, who
introduced the concept of hybrid quantum mechanics and
molecular mechanics (QM/MM) methods.1 This concept
involves treating only a small part of the system quan-
tum mechanically while the rest is treated by molecular
mechanics.2–4 The quantum mechanical treatment provides
accurate electronic information for the interesting region and
the molecular mechanical calculation represents the non-
bonded interactions due to the environment. Various models

have been reported subsequently, which differ in the particular
quantum mechanical and molecular mechanical methods used,
in the treatment of the interactions between quantum mechan-
ical and molecular mechanical regions, and the way to define
the QM/MM boundary. Popular hybrid methods include link
atom methods,5,6 modified orbital or atom methods,3,7–9 energy
subtraction methods,10–12 and self-consistent methods.13 Never-
theless, there are still no hybrid methods that can provide
rigorous definitions of the interactions between quantum
mechanical and molecular mechanical regions and the QM/
MM boundary. Some problems are still very difficult to handle
by current hybrid methods, e.g., the electron transfer between
QM and MM regions.

To apply these hybrid methods to free energy simulations of
enzyme systems, the computational expense of the calculation
for the region treated by quantum mechanics must be much
reduced. Semiempirical quantum mechanical potentials have
been used for this purpose but are limiting because of the lower
accuracy of currently available semiempirical methods than the
best ab initio approaches.14 The empirical valence bond model,
which fits valence parameters to quantum mechanics results, is
computationally efficient and has been widely used.3

We recently developed a computational technique to study
the energetics of enzyme catalyzed reactions.15 It is based on a
combination of high level quantum mechanical calculations of
a model of the reaction center and classical free energy calcu-
lations for the interactions between the region treated by quan-
tum mechanics and its environment as well as within the
environment itself. This quantum mechanics–free energy hybrid
technique (QM–FE) requires only few points of quantum
calculations, thus allowing a high level of ab initio theory to be
used. In this approach, the region treated by quantum mech-
anics is represented by a set of charges during classical free
energy calculations to determine the free energy of interaction
between the quantum and classical atoms.15 In this way the
free energy changes of an enzymatic reaction can be calculated
at relatively low expense. In this approach, however, the geom-
etries of the region modeled by quantum mechanics along
the reaction coordinate are not easy to define. This approach
also ignores the entropy contribution of the region modeled by
quantum mechanics.

The QM–FE approach can be summarized as follows. First,
we generate a model of the Michaelis complex by equilibration
and energy minimization of an appropriate structure (deter-
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mined by X-ray or NMR techniques) of the enzyme–substrate
complex. This system is divided into a molecular mechanical
and a quantum mechanical part, which, at least, should include
all atoms that affect the electron distribution of the reaction
center and whose interactions cannot be described classically in
an adequate manner. Subsequent optimization of the fragments
treated by quantum mechanics for different points along the
reaction path yields the energy profile for the reaction in vacuo.
During the quantum mechanics optimizations, we retain the
relative orientation of the model system from the enzyme by
imposing appropriate coordinate constraints, thereby taking
into account the enzymatic preorganization of the substrates.
The free energy of interaction between the regions treated by
quantum mechanics and molecular mechanics is obtained by
first assigning force field parameters and atomic partial charges,
using the restrained electrostatic potential fit (RESP) method-
ology,16 to the QM model for each point along the reaction
path and then performing molecular dynamical free energy
calculations. The free energy between two structures along the
reaction path, ∆Gtot, can be calculated as in eqn. (1), where

∆Gtot = ∆EQM � ∆Gint (1)

∆EQM denotes the difference in ab initio energy and ∆Gint is the
difference of the free energy of interaction.

An important aspect of our strategy is to compare the
enzymatic transformation with the analogous reaction in aque-
ous solution. Although the actual reaction mechanism in water
might differ from the enzyme, it is important to compare the
same mechanism in both environments in order to elucidate the
key factors for enzymatic catalysis. In the process, we have to
consider the “cratic” free energy, ∆Gcratic, in the solution reac-
tion, i.e. the free energy required to bring the fragments into a
reactive geometry.17,18 If we use as reference state unassociated
reactants, we need to add ∆Gcratic to eqn. (1) to consider the
reaction energetics in solution. One can estimate this con-
tribution, which reflects the change in solvation and entropy
upon dimer formation, using different methods, including a
polarizable continuum model,19,20 potential of mean force, and
normal mode analysis calculations as well as using the analytic
approach of Hermans and Wang.21 In the case of the enzyme
catalyzed reaction, we assume that ∆Gcratic is included in the free
energy of forming the enzyme–substrate complex, ∆Gbind, from
the separated enzyme and substrate. This free energy can be
approximated as �RT ln KM, where KM is the Michaelis con-
stant for the enzyme reaction. We assume that this free energy is
a composite of the favorable non-covalent enzyme–substrate
interactions and the unfavorable free energy to restrict the sub-
strate into a catalytically favorable geometry.

There are two major differences in what one must do to apply
the quantum mechanical–free energy hybrid technique to
enzyme-catalyzed reactions rather than organic reactions in
solution. The first, the enzymatic restriction of the pathway,
must be considered on a case-by-case basis, since ∆EQM in eqn.
(1) must correspond to a pathway consistent with the enzyme
substrate geometry and which leads to a productive reaction.
Secondly, applying eqn. (1) to an organic reaction is straight-
forward because the ∆Gint simply involves the non-covalent free
energy of interaction of the classical solvent and quantum
mechanical reactants. To apply eqn. (1) to enzyme catalyzed
reactions, one must solve the link atom problem, where classical
atoms are bonded to quantum mechanical ones. We don’t claim
to have ‘solved’ the problem, but our RESP methodology
enables us to ‘splice’ the charge distribution of the atoms in the
region treated quantum mechanically to allow classical ∆Gint

calculations in a way that appears general, robust, and intern-
ally consistent with the way we do free energy calculations
involving non-covalent protein interactions.

In this review, we report the application of the quantum
mechanical–free energy hybrid technique to calculate the free

energy changes in two enzymatic reactions with very different
charge redistribution during the reaction, i.e., the amide
hydrolysis in trypsin and the O-methylation of catechol in
catechol O-methyltransferase. We also tried to rationalize the
rate enhancement by comparing the reactions in enzyme and
in aqueous solution. Quantum mechanical (non-hybrid) studies
of the model systems of β-lactamase and pseudouridine syn-
thase systems are also presented. For β-lactamase, the effect of
solvation on reaction barriers for hydrolysis and methanolysis
of β-lactams and the stability of their transition states and reac-
tion intermediates have been investigated. For pseudouridine
synthase, the first steps of two different proposed mechanisms
have been modeled and the solvent effect has also been
examined.

Results and discussion
Quantum mechanics–free energy hybrid technique

Until now, we applied our quantum mechanical–free energy
hybrid technique to study the mechanisms of two enzymatic
reactions, namely the amide hydrolysis in trypsin 15 and the
O-methylation of catechol in catechol O-methyltransferase
(COMT).22 It is particularly instructive to compare the catalytic
mechanisms of these two enzymes because in trypsin charge is
being created in the transition state while in catechol O-methyl-
transferase charge is being annihilated.

Trypsin. In the hydrolysis of amides by the serine protease
trypsin, previous experimental 23 and theoretical 24,25 studies
clearly suggest that the rate-limiting step is the formation of the
tetrahedral intermediate for acylation. Furthermore, there is
significant circumstantial evidence that the free energy of the
tetrahedral intermediate is very similar to that of the transi-
tion state in its formation.23,26 Thus, in the case of trypsin, we
used the quantum mechanical–free energy hybrid technique to
calculate the ∆Gtot difference between the Michaelis complex
(MICO) of substrate bound to the enzyme and the tetrahedral
intermediate (TET). The goal was to see if the calculated ∆Gtot

was close to the experimental ∆G‡ for amide hydrolysis of a
specific substrate by trypsin. We also carried out a similar calcu-
lation in which our quantum mechanical fragments (methanol
to represent Ser195, methylimidazole to represent His57, and
N-methylacetamide to represent the amide bond of the sub-
strate), which are represented in Fig. 1, were solvated in water
rather than embedded in the active site in order to compare
∆Gtot for the enzyme catalyzed and non-catalyzed reaction.

Fig. 2 presents the calculated free energies for amide hydrol-
ysis both in trypsin and in aqueous solution. Encouragingly,
with the cratic free energy included for the solution reaction,

Fig. 1 Quantum mechanical model system for the amide hydrolysis in
trypsin and in solution. (a) Michaelis complex (MICO), (b) tetrahedral
intermediate for acylation (TET). In the quantum mechanical calcu-
lations, the CH2– groups are replaced with CH3.
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both calculated barriers of activation, ∆G‡ of 16 kcal mol�1

in the enzyme and 33 kcal mol�1 in solution are in excellent
agreement with experimental values of 15 and 31 kcal mol�1,
respectively. Our results indicate that the major contribution to
the enzyme catalysis in trypsin comes from the preorganization
of the reacting groups and that smaller, but significant contri-
butions are from enzymatic residues that stabilize the tetra-
hedral intermediate such as Asp102 and the oxyanion hole.

Catechol O-methyltransferase. Catechol O-methyltransferase
is an enzyme which catalyzes the transfer of a CH3

� unit from
the electrophilic donor S-adenosyl-L-methionine (SAM) to
one of the two nucleophilic hydroxy groups of catechol. In our
studies, we focused on the rate limiting step of this reaction,
which is the direct SN2 process depicted in Scheme 1,27–30 in

which two molecular ions of opposite charge, catecholate and
SAM, react to form the neutral products. We used the X-ray
structure of the enzyme complexed with the inhibitor 3,5-
dinitrocatechol as starting structure for our simulations.31 The
X-ray structure shows a Mg2� ion in the center of the active site
which is octahedrally coordinated to three enzymatic residues,
a water molecule, and the two oxygen atoms of catechol. The
enzyme nicely orients the two reactants in a reactive geometry
with the methyl group of SAM pointing towards one oxygen of
catechol.

In our simulations we included the catecholate anion and
a trimethylsulfonium cation, as a model for SAM, into the
quantum mechanical part. The relative simplicity of the SN2
methyltransfer reaction allowed us to define a reasonable
approximation to the reaction path using linearly interpolated
constraints, and hence to compute the reaction profile for the
entire pathway. As can be seen from Fig. 3, the energy profile
for the quantum mechanical model reaction reveals a relatively
small transition state energy barrier of ~10 kcal mol�1 and a
strongly negative reaction energy because of two opposite
charges being annihilated in vacuo. Inclusion of the interactions
with the protein or water environment in the calculation has

Fig. 2 Schematic free energy diagram for the amide hydrolysis reac-
tion in trypsin and in aqueous solution. E � S denotes the separated
enzyme and substrate, MICO is the Michaelis complex, and TET
stands for the tetrahedral intermediate for acylation. The free energy for
the transition state is assumed to be approximately that of the tetra-
hedral intermediate (see text).

Scheme 1

a profound effect on the energy profile, leading to transition
state energy barriers of 24.5 and 29.5 kcal mol�1 in the enzyme
and in aqueous solution, respectively, and almost thermo-
neutral product formation in both systems. The increase in
reaction free energy compared to the profile calculated for the
model reaction by quantum mechanics reflects the fact that
favorable interactions between the substrates and the surround-
ings vanish during the charge annihilation reaction. Since
95% of this comes from a change in electrostatic interactions;
clearly, the enzyme has to bind the reactants effectively while
not stabilizing them electrostatically too much. It does this by
using a Mg2� ion and several hydrophobic residues for binding
of the substrates. As indicated by the 5 kcal mol�1 smaller
transition state energy barrier in the enzyme compared to
aqueous solution, the binding pattern in catechol O-methyl-
transferase leads to a less catalytically “unfavorable” stabiliza-
tion of the ground state compared to water. Additionally, as
revealed by our calculations, the enzyme uses the negatively
charged sulfur atom of the residue Met40 to specifically stabil-
ize the transferring methyl group in the transition state.

As was found in the study of trypsin, the major difference
between the reaction in the enzyme and in aqueous solution lies
in the cratic free energy contribution of orienting the substrates
in a reactive geometry in solution. We calculated a ∆Gcratic

of 9–13 kcal mol�1, depending on the theoretical approach.
Adding this to the difference between the transition state energy
barriers for enzyme and water, we obtain an apparent difference
in free energy of activation, ∆∆G‡, of 14–18 kcal mol�1. This
corresponds to a rate enhancement of 1010–1013 in the enzyme
compared to the analogous reaction in solution, in good
agreement with an experimental estimate of 1011.

Quantum mechanical studies of reactions

�-Lactams, simple amides, and �-lactamases. We have recently
completed an extensive quantum mechanical study of the
reactivity of a wide range of β-lactams and simple amides.32 We
have investigated the effect of solvation on reaction barriers
for hydrolysis and methanolysis of these compounds and the
stability of their transition states and reaction intermediates.
β-Lactams are widely used in medicine as potent antibacterials
and in chemistry as synthetic intermediates. The activity of β-
lactams is mediated by their ability to destroy the rigidity of
the bacteria cell wall by inhibiting the cross-linking reactions
of the major bacteria cell wall component, a peptidoglycan.
This reaction is catalyzed by penicillin-binding proteins (PBPs)

Fig. 3 Free energy profiles for the transmethylation reaction in vac-
uum (�), in catechol O-methyltransferase (squares), and in aqueous
solution (triangles). The reaction path variable λ is defined as 0 for the
reactant and 1 for the product state. The energy profile in vacuum was
calculated at the HF/6-31�G*//MP2/AUG-cc-pVDZ level. The label-
ing of the ordinate axis should be replaced by ∆EQM for the energy
profile in vacuum.
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which received their name for their high affinity for the typical
β-lactams: penicillins and cephalosporins.

β-Lactamases are bacterial defensive enzymes which are evo-
lutionarily related to penicillin-binding proteins. β-Lactamases
can hydrolyze an amide bond of the β-lactam ring and convert
β-lactam antibiotics into inactive compounds with no notice-
able affinity to penicillin-binding proteins, thus, providing the
resistance for a microorganism to β-lactam antibiotics. Most of
the penicillin-binding proteins and three out of four classes of
β-lactamases (A, C and D classes 33) possess an active site serine
residue which is acylated and deacylated by the substrates
during enzymatic catalysis. Both catalytic-serine penicillin-
binding proteins and β-lactamases have similar topology and
are relatively easily acylated by β-lactams. However, their
deacylation step is quite different: fast in β-lactamases and slow
or absent in penicillin-binding proteins. Most of penicillin-
binding proteins also show trans- and carboxypeptidase
activity with the exception of high-molecular-weight class
C penicillin-binding proteins,34 whose known activity is a
signal transduction for initiation of the synthesis of class A
β-lactamases.35 In contrast, β-lactamases are not peptidases.

The methanolysis/hydrolysis reactions of β-lactams are
very similar to the enzymatic catalysis of serine-dependent
β-lactamases and penicillin-binding proteins with methanol/
hydroxy acting as a truncated serine residue with the difference
that there is no analog to the Michaelis complex in the
methanolysis reaction. Obviously, that intrinsic reactivity of the
β-lactam could contribute to the activity of these compounds
with the bacterial enzymes. Therefore, we have studied the
contribution of the various structural elements to the activity
of β-lactams. It has been suggested that the strain of the four-
membered β-lactam ring and substituents at the carbon and
nitrogen side can effect the activity as well as additional strain
along the junction of the five- and six-membered rings to the
β-lactam ring in penicillins and cephalosporins. We addressed
these issues by reconstructing the pathways of the methanolysis/
hydrolysis reactions of 18 β-lactams and simple amides in gas
and solution. We used ab initio quantum mechanical methods
at the HF/6-31�G* level combined with the state-of-the-art
polarizable continuum model (PCM) and the UAHF approach,
which utilizes a new definition of the solute cavity and signifi-
cantly improves the calculated solvation free energies.36 The
PCM/UAHF method was recently incorporated into the
GAUSSIAN98 software.37 We studied the effects of solvation
on the pathways of hydrolysis and methanolysis of the selected
β-lactams and simple amides. The complexity of the β-lactams
was gradually increased starting with the simple N-methyl-
azetidin-2-one structure by adding various substituents at the
carbon and nitrogen sides of the cleaved amide bond, fusing
the additional ring and ultimately approaching the structure of
penicillin G. The barriers of the reaction for the first step of the
addition of the nucleophile to the carbonyl bond were predicted
correctly. Experimental data for reported barriers were 20–30
kcal mol�1 for base catalyzed and neutral hydrolyses of simple
amides 38,39 and 16.7 kcal mol�1 for hydrolysis of azetidin-2-
one.40 The calculations have predicted the barriers between 19
and 29 kcal mol�1 for hydroxide/methoxide-ion catalyzed
hydrolyses, in excellent agreement with experiment. We have
also studied the ground-state effect of the ring strain on the
activation barriers. Experiments showed a 30–500-fold increase
in rates of hydrolysis of β-lactams vs. corresponding acyclic
amides that corresponds to a 2.0–3.7 kcal mol�1 decrease in the
activation barrier.41 We have found a 4.2 kcal mol�1 decrease in
the barrier for hydrolysis and a 3.5 kcal mol�1 decrease in the
barrier for methanolysis in water. It has been experimentally
shown that an introduction of an electron-rich group at the
nitrogen side increases the activation barriers and the opposite
process, the esterification of the carboxylate group, results in a
130-fold increased rate which corresponds to a 2.9 kcal mol�1

decrease in an activation barrier.42 Our calculations supported

this finding showing the barrier increase of 69.8–72.3 kcal
mol�1 in gas when the carboxylic group was introduced at the
nitrogen side and of 1.5 to 5.5 kcal mol�1 in solution. The effect
of the additional strain along the ring juncture when the second
ring was introduced into β-lactams resulted in a 280–3900 fold
increase in rates of hydrolysis which corresponded to lowering
the barrier by 3.3–4.9 kcal mol�1 as a result of destabilization
of the starting materials. Our calculations displayed the
decrease of 8.7–13.8 kcal mol�1 in gas and 1.6–8.8 kcal mol�1 in
solution, in accordance with the experiment. The inductive
effect of the β-acylamino substituent at the carbonyl side of
β-lactam was a little more difficult to reproduce, because the
starting conformation for the substituent has been chosen as
close as possible to the one in the acyl-enzyme intermediate of
the complex of penicillin G and Glu166Asn mutant of TEM-1
β-lactamase from Escherichia coli,43 and no additional con-
formational search has been performed. However, the consider-
ation of all the structural conformers of a simpler structure of
N-methyl-3β-hydroxyazetidin-2-one showed the decrease in the
activation barrier for this compound, comparing to one unsub-
stituted at C3 β-lactam, thus supported the rationalization of
the inconsistency with experiment in the study of the role of
β-acylamino substituent effect on the reaction rate as due to
limited conformational sampling.

The study of the directionality of the nucleophile approach
in the hydrolysis/methanolysis reactions of β-lactams on
example of N-methyl-3β-hydroxyazetidin-2-one has led to the
broader conclusion that the predominant α-side approach of
the base in nucleophilic reactions with penicillins in solution
and under enzymatic catalysis is driven by the steric hindrance
of the β-side and the fact that the amide nitrogen would form
the hydrogen bond to the attacking nucleophile, thus stabilizing
it and preventing such transition species from the collapsing to
the tetrahedral intermediate.

We have also studied the relationship between various
structural, physicochemical and kinetic parameters for the
investigated β-lactams and amides and their intermediates
and products. We have found an excellent correlation of 99%
between the β-lactam C��O bond length and the observed
second-order rate constants for hydroxide ion catalyzed
hydrolysis of β-lactams. This finding relates the stability of the
starting materials to the activation barrier height for the first
step of the reaction, supporting the finding that the first step of
the anionic hydrolysis is rate limiting for β-lactam reactions.41

A 77% correlation has been found between the β-lactam C��O
bond length and the calculated barrier heights for the first
step of the methanolysis reaction. This finding supports the
reliability of the continuum solvent PCM/UAHF model used
in this work.32 Therefore, the β-lactam C��O bond length could
be used as criteria in assessment of the relative reactivity of the
β-lactams and can be useful in prediction of the activity of
novel β-lactam antibiotics.

Pseudouridine synthase. Pseudouridine (ψ) is the most com-
mon modified nucleotide present in 93 modified bases identified
in various RNAs.44 Pseudouridine synthases (ψS) catalyze the
conversion of specific uridine residues in RNA into pseudourid-
ine. However, not much is known about its mechanism of
action. A commonly proposed mechanism is as follows: the C6
carbon is first attacked by a cysteine residue, which serves as a
nucleophile, followed by the cleavage of the carbon–nitrogen
glycosyl bond. The uracil ring then processes a 180� flip
(or 120� rotation), followed by the formation of the C5–C1�
bond to form the final product.45,46 This mechanism is consist-
ent with most experimental evidence. Kammen showed that
tRNA Pseudouridine Synthase I (ψSI) activity was inhibited by
sulfhydryl reagents.47 5-FUra-RNA, which can form stable 5,6-
dihydropyrimidine adducts with enzymes involving a methyl-
transferase mechanism, has been shown to be an inhibitor of
pseudouridine synthase.48 However, no covalent intermediates
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have yet been detected as conclusive evidence. Recently, it also
has been shown that a Cys residue is not conserved and,
moreover, Cys is even not required for catalytic activity in the
pseudouridine synthase reaction.46,49 The last two pieces of
evidence clearly argue against the above sulfhydryl mechanism.

Huang and co-workers have proposed an alternative mechan-
ism in which a conserved Aspartate serves as the nucleophile
and the nucleophilic attack occurs at either the C6 or the C1�
position as the first step in catalysis.49 Although COO– is
known as a weak nucleophile, it has been found that aspartate
or glutamate may serve as the catalytic nucleophile in glyco-
sidases.50–54 In tRNA guanine transglycosylase, a covalent
reaction intermediate has been isolated and supports the fact
that an aspartate residue can serve as the catalytic nucleophile
to attack the C1� carbon.55,56 This mechanism is very similar to
the mechanism proposed by Huang.49

To examine the enzyme mechanism, we have performed ab
initio quantum mechanical calculations on model systems at the
MP2 level and have tried to analyze aspects of both the original
mechanism of ψS and the new mechanism proposed by Huang.
The calculations we performed were to determine an energy
profile along the reaction coordinate. From those data, we
examined the energy barrier for the nucleophilic attack and the
relative stabilities of reaction intermediates for different mech-
anisms. We first modeled the nucleophilic attack by Asp and by
Cys at the C6 position. We also calculated the nucleophilic
attack by Asp at the C1� position, as in the new proposed
mechanism.

For the nucleophilic attack on the C6 position, we chose
model molecules as shown in Fig. 4. The energy profile along
the reaction coordinate is obtained by constraining the distance
between the nucleophile and the C6 atom of the uracil ring
and calculating the MP2/6-31�G* single point energy using the
HF/6-31�G* optimized geometry. All geometric parameters
were optimized except the constrained distance. For the nucleo-
philic attack on the C1� position, the same calculation protocol
is used and the model molecules are shown in Fig. 5.

All calculations were done in the gas phase. Because there is
no charge cancellation in the reaction, it should be a reasonable
first step to model the reaction in the gas phase. The energy
profile along the reaction coordinate is shown in Fig. 6 for the
C6 position attack by Cys. The results show the attack by Cys
has a local energy minimum at r = 1.9 Å, which corresponds to
the covalent reaction intermediate. The attack by Asp shown in
Fig. 7, however, does not have any minima along the reaction
coordinate. Thus, Asp is a much weaker nucleophile than Cys

Fig. 4 The reaction and the model molecules used in attack at the C6
position in pseudouridine synthase reaction. “Nu” is the nucleophile
which can be a Cys (modeled by CH3S–) or an Asp (modeled by
CH3COO–).

Fig. 5 The reaction and the model molecules used in attack at the C1�
position in pseudouridine synthase reaction.

and cannot form a stable intermediate during attack at the C6
position. Combined with the fact that Cys is not conserved
and not required for the pseudouridine synthase activities, we
can conclude that attack by an Asp of the enzyme on the C6
position of the uridine is unlikely.

We also tested Asp attack at the C6 position of 5-F Uracil.
We found that the 5-F substitution slightly stabilized the
adduct, leading to an energy increase relative to separate react-
ants of only ~20 kcal mol�1 at an O � � � C6 distance of 1.5 Å,
compared to ~25 kcal mol�1 in Fig. 7 at this distance. However,
the basic shape and energies in the potential surface were quite
similar to Fig. 7 and very different from Fig. 6.

The C1� position attack by Asp in the gas phase is shown in
Fig. 8. The results show that the attack by Asp has a covalent
intermediate at r = 1.5 Å and the reaction has an energy barrier
about 31 kcal mol�1. The energy of the covalent intermediate is
higher than the energy of the separate reactants by about 5 kcal
mol�1.

A rough estimate of the solvent effect was obtained using the
COSMO model,36,57 a conductor-like continuum model, in the
GAUSSIAN98 package.37 We calculated solvation free energies
at the MP2/6-31�G* level for the energy profiles of C1�
position attack by Asp using low (ε = 4.9) and high (ε = 78.4)
relative permittivities. The results are shown in Fig. 8 and reflect
the fact that the charge distribution is more delocalized in the
reaction intermediate than in the reactants. As a result, the
energy barrier and the relative energy of reaction intermediate
increase when the solvation effect are considered. The barrier to
C1� attack on uracil is raised to ~35 kcal mol�1 and the reaction
intermediate has an energy of ~12 kcal mol�1 higher than
reactants in the low dielectric environment (ε = 4.9) and they
become ~37 and ~17 kcal mol�1 in the high dielectric environ-
ment (ε = 78.4).

Fig. 6 The energy profile for the C6 position attack by Cys (modeled
by CH3S–) in pseudouridine synthase reaction. The x-axis is the dis-
tance between the nucleophile and the C6 atom (in Angstrom). The y-
axis is the energy relative to r = 3.6 Å. The unit for energy is kcal mol�1.

Fig. 7 The energy profile for the C6 position attack by Asp (modeled
by CH3COO–) in pseudouridine synthase reaction. The x-axis is the
distance between the nucleophile and the C6 atom (in Angstrom). The
y-axis is the energy relative to r = 3.2 Å. The unit for energy is kcal
mol�1.
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From our calculations, we found that for C6 position attack,
Cys forms a much more stable adduct than Asp. Thus, Asp is
an intrinsically unfavorable nucleophile for the attack at this
position. Combined with the fact that the Cys residue is not
conserved and is not required for catalytic activity, we suggest
that the nucleophilic attack in pseudouridine synthase is not
likely to occur at the C6 position. Hence all our results support
the mechanism proposed by Huang 49 which suggested that the
C1� attack by Asp could be the first step of the mechanism.

Our calculations showed that the energy difference between
the reaction intermediate and the reactants is ~5 kcal mol�1 and
the energy barrier is ~31 kcal mol�1 for Asp attack at the C1�
position. The energy barrier is still high compared to typical
enzymatic reactions. If the solvent effect is included, the energy
barrier is suggested to be further raised. However, the influence
from the protein environment has not been included because
there is no X-ray structure available. In other cases, it has been
found that the electrostatic interactions can certainly stabilize
ionic reaction intermediates by amounts appropriate to
reduce the energy barriers to the level of typical enzymatic
reactions.58–62

Our results suggest that the first step of the catalytic reaction
of pseudouridine synthase does not involve the C6 attack by a
cysteine residue as previously thought. C1� attack by Asp is
found to be a possible pathway. There are certainly other plaus-
ible routes for this enzymatic reaction. For example, Schröder
et al. have shown that in the NADH–glycohydrolase system, the
O4� atom of the sugar ring can be protonated by a nearby
neutral aspartic acid or glutamic acid residue, followed by an
SN1 reaction occurring at the C1� atom.63 In this case, the aspar-
tic acid or glutamic acid residues serve as a general acid rather
than a nucleophile. A similar pathway could exist in the enzym-
atic reaction. Until the X-ray structure is available for this
enzyme, one cannot carry out the detailed theoretical studies
required to evaluate how Asp is functioning as a nucleophile or,
in its protonated form, donating a proton to the sugar oxygen
to enable glycosyl bond cleavage. Also, the availability of the
X-ray structure is necessary to model the subsequent steps of
this enzymatic reaction, including ring rotation and C–C bond
formation.

Conclusions
With the advances in computers and software it became
possible to use a combination of quantum mechanics and
molecular mechanics methods to study enzymatic reactions.
We applied different techniques to study the mechanisms of
four different enzymes: trypsin, catechol O-methyltransferase,
β-lactamase and pseudouridine synthase.

Fig. 8 The energy profile for the C1� position attack by Asp (modeled
by CH3COO–) in vacuum and different dielectric environment using
COSMO model: filled circle: vacuum; filled triangle: high relative
permittivity ε = 78.4); unfilled circle: low relative permittivity (ε = 4.9).
The x-axis is the distance between the nucleophile and the C1� atom (in
Angstrom). The y-axis is the energy relative to r = 4.0 Å. The unit for
energy is kcal mol�1.

The main challenge which still remains in this area is that
only part of the ligand (substrate or inhibitor) and the active
site are treated with the high level of quantum mechanical
theory, while the rest of the system has to be treated on the
molecular mechanical level due to its size and complexity. This
causes difficulty related to the accurate description of the
interactions between regions considered quantum and molecu-
lar mechanically, the so-called link-atom problem. One of the
solutions to this problem has been demonstrated in this paper.
Another uncertainty is often associated with the evaluation of
the “cratic” energy and the continuum solvent models used for
such estimates. Nevertheless, quantum mechanics/molecular
mechanics and quantum mechanics–free energy hybrid methods
seem to be extremely promising quantitative approaches to
study enzymatic reactions and have been recently applied to
several systems.3,4,15,22,23

The approach taken for studying enzymatic reactions
depends on the questions being asked. There are typically two
types of questions asked: First, what is the cause of the rate
enhancement of enzymatic reactions? Our approach has been
the first to answer this question ab initio with no explicit param-
eterization of the energetics of the solution reaction and the
critical role of the cratic term has been noted.15,22

The second question is: what is the detailed mechanism
of the enzymatic reaction? In the case of trypsin and catechol
O-methyltransferase, this was clear but in the case of many
enzymes, e.g., β-lactamase and pseudouridine synthase, where
the detailed mechanism has not been unequivocally established,
QM–FE can be carried out on alternative pathways and, pro-
vided the estimated free energy is sufficiently accurate, some
proposed mechanisms can at least be ruled out.

In the case of radical reaction applied to answer the second
question, in contrast to the ionic reactions considered
here,64–66 a pure ab initio approach without considering solvent
effects may be adequate, since the second term on the right
hand side of eqn. (1) will not change much for radical reactions.
The key necessity is simply realistic geometries of the reaction
groups. Just like in the cases of trypsin and catechol O-methyl-
transferase, ∆Gcratic will be small because the three dimensional
structure of the enzyme has “pre-organized” the reacting
groups.

The knowledge disclosed in this paper sheds light on enzyme
mechanisms in general and can be useful in the design of new
potent pharmaceuticals targeting various biological systems.
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